Comparison of Compositional and Morphological Atom-Probe Tomography Analyses for a Multicomponent Fe-Cu Steel
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Abstract: A multicomponent Fe-Cu based steel is studied using atom-probe tomography. The precipitates are identified using two different methodologies and subsequent morphological and compositional results are compared. The precipitates are first identified using a maximum separation distance algorithm, the envelope method, and then by a concentration threshold method, an isoconcentration surface. We discuss in detail the proper selection of the parameters needed to delineate precipitates utilizing both methods. The results of the two methods exhibit a difference of 44 identified precipitates, which can be attributed to differences in the basis of both methods and the sensitivity of our results to user-prescribed parameters. The morphology of the precipitates, characterized by four different precipitate radii and precipitate size distribution functions (PSDs), are compared and evaluated. A variation of less than \( \sim 8\% \) is found between the different radii. Two types of concentration profiles are compared, giving qualitatively similar results. Both profiles show Cu-rich precipitates containing Fe with elevated concentrations of Ni, Al, and Mn near the heterophase interfaces. There are, however, quantitative disagreements due to differences in the basic foundations of the two analysis methods.
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INTRODUCTION

Analysis of atom-probe tomographic (APT) data has historically been time intensive and often involves customized software that provides visual reconstructions, concentrations, morphologies, and positional analyses of internal features, such as clusters or precipitates. Although the desired results are the same, the applied methodologies are often quite different. Commonly used methods to study precipitation in APT data sets include volumetric searches, compositional thresholds, searches for clusters of atoms based on a separation distance(s), and radial distribution functions (RDFs), which each have their own advantages and disadvantages and provide different quantitative results (Hellman et al., 2000, 2002, 2003; Hyde & English, 2000; Miller, 2000a; Al-Kassab, 2002; Heinrich et al., 2003; Vau-mousse et al., 2003; Miller & Kenik, 2004; Vurpillot et al., 2004; de Geuser et al., 2006; Sudbrack et al., 2006a).

The terms cluster and precipitate possess distinct physical meanings within the discipline of physical metallurgy in terms of nucleation, growth, and coarsening models in a multiphase multicomponent system (Christian, 2002). A cluster refers to an agglomeration of atoms forming as a result of random solid-state concentration fluctuations. At a critical dimension, which is a function of the net reversible work to make a nucleus, the cluster becomes stable and it is denoted a nucleus and this is a precipitate. An unstable cluster is denoted an embryo. A nucleus (precipitate) will then undergo growth and coarsening (Ratke & Voorhees, 2002). We also note that in terms of identification of precipitates for atom-probe data, the term cluster also denotes a grouping of atoms that can either be a cluster or a precipitate in terms of nucleation, growth, and coarsening models.

In this investigation two different precipitate identification methodologies, the maximum separation distance envelope method (known as the envelope method) (Hyde, 1993; Miller, 2000a, 2000b; Miller & Kenik, 2004), and a
Table 1. Composition of High-Strength Low-Carbon Steel

<table>
<thead>
<tr>
<th></th>
<th>Cu</th>
<th>C</th>
<th>Al</th>
<th>Ni</th>
<th>Si</th>
<th>Mn</th>
<th>Nb</th>
<th>P</th>
<th>S</th>
</tr>
</thead>
<tbody>
<tr>
<td>wt%</td>
<td>2.09</td>
<td>0.045</td>
<td>0.68</td>
<td>2.83</td>
<td>0.51</td>
<td>0.50</td>
<td>0.065</td>
<td>0.010</td>
<td>0.003</td>
</tr>
<tr>
<td>at.%</td>
<td>1.82</td>
<td>0.209</td>
<td>1.38</td>
<td>2.67</td>
<td>1.00</td>
<td>0.51</td>
<td>0.038</td>
<td>0.018</td>
<td>0.005</td>
</tr>
</tbody>
</table>

concentration threshold method, an isoconcentration surface (Hellman et al., 2000, 2002, 2003), are applied to LEAP tomographic data obtained from a multicomponent high-strength low-carbon (HSLC) Fe-Cu based steel containing chemically complex precipitates (Isheim et al., 2006a, 2006b). This HSLC Fe-Cu based steel is being developed at Northwestern University for specific use as an explosion-resistant steel for the U.S. Navy (Vaynman et al., 2004a, 2004b, 2006). The two methodologies are reviewed and the morphologies and compositions of the precipitates isolated by these two techniques are evaluated and compared.

**Materials and Methods**

**Alloy Details**

A 45.5-kg (100-lb) heat of an HSLC Fe-Cu based steel was vacuum induction melted and cast at Mittal Steel Research Center, East Chicago, Indiana. The heat was hot-rolled to 12.5 mm (1/2 in.) thick and air-cooled. The bulk composition of this HSLC steel was determined by spectrographic analysis at Mittal Steel Research Center and is given in Table 1. The plates were cut into rods 12.5 mm × 12.5 mm × 250 mm using an abrasive saw and solutionized at 900°C for 40 min and quenched into water at 25°C. The rods were next cut into 12.5 mm × 12.5 mm × 25 mm blocks, which were aged at 500°C for 1 h and then quenched into water at 25°C.

**Experimental Details**

The blocks were further reduced to 0.3 mm × 12.5 mm × 25 mm coupons, and APT tip blanks (0.3 × 0.3 × 25 mm³) were cut from the coupons and electropolished using a two-step procedure (Krakauer et al., 1990; Krakauer & Seidman, 1992). Initial electropolishing was performed with a solution of 10 vol% perchloric acid in acetic acid at 15–10 Vdc at room temperature. This was followed by a manually controlled pulsed final polishing step, using a solution of 2 vol% perchloric acid in butoxyethanol at 8–5 Vdc at room temperature producing a tip with a radius <50 nm. LEAP tomography (Kelly et al., 1996, 2004; Kelly & Larson, 2000) was performed at a specimen temperature of 50 K and at an ultrahigh vacuum gauge pressure of 1.05 × 10⁻⁸ Pa (7.88 × 10⁻¹¹ torr). The pulse rate was 2 × 10⁵ Hz and the pulse-voltage-to-standing-dc-voltage ratio (pulse fraction) was 20%. The data are analyzed using the Imago Visualization and Analysis Software (IVAS). The APT reconstruction is 50 × 48 × 24 nm³ in volume and contains ca. 1.8 million atoms. The same atomic reconstruction was also imported into the Adam 1.5 program developed at Northwestern University (Hellman et al., 2002) for additional analyses.

**Envelope Methodology**

The maximum separation distance algorithm (Hyde, 1993) is a methodology for identifying precipitates in an alloy. This algorithm can be used to search for clusters of selected solute atom(s).¹ The basic technique is a recursive search for solute atoms based on the fact that the maximum separation distance, d_{max}, between selected solute atoms is expected to be closer within a precipitate than in the matrix due to a lower concentration in the latter. A second user-defined parameter, the minimum number of solute atoms, N_{min}, defines the cluster of atoms as a precipitate. The specifics of this genre of algorithms have been explained in detail elsewhere (Hyde & English, 2000; Al-Kassab, 2002; Heinrich et al., 2003; Kluthe et al., 2003; Wolde-Giorgis et al., 2003; Miller & Kenik, 2004). The advantages of this method are the ease of automation, the ability to analyze very small precipitates, even ≤1.5 nm radius (Al-Kassab, 2002), and analysis of precipitates independent of their morphology. This method has, however, four major disadvantages: (1) It cannot easily define the precipitate/matrix heterophase interface and may include matrix atoms as part of a precipitate; (2) in cases where the partitioning ratio of solute atoms is close to unity, that is, the solute atoms do not segregate strongly to either the precipitate or matrix, such as occurs in some Ni-Cr-Al alloys (Sudbrack, 2004; Yoon, 2004), the technique would not successfully identify the precipitates; (3) it is sensitive to variations in local detection efficiency; and (4) this method, like others, is sensitive to the parameters chosen by the investigator.

The envelope method (Miller, 2000a, 2000b; Miller & Kenik, 2004), which is implemented in IVAS by Imago Scientific Instruments, extends the functionality of the maximum separation distance algorithm by defining a third parameter, the grid spacing. The grid spacing permits a three-dimensional grid to be overlaid on the data. Grid cells with solute atoms contained in a precipitate are marked as

¹Atom-probe tomography detects only ions; however in this article we refer to all detected ions as atoms.
part of the envelope. Unmarked cells within the envelope boundaries are then included, delineating the precipitate. In this manner all elements in the precipitate, whether marked by the maximum separation distance algorithm or not, are included in the precipitate, and analyses of composition and morphology can then be made.

The quantities $d_{\text{max}}$ and $N_{\text{min}}$ are clearly critical for defining properly precipitate morphology and composition (Miller, 2000b; Al-Kassab, 2002; Vaumousse et al., 2003; Miller & Kenik, 2004). The values of both parameters can be chosen relative to the solute concentration of the system, the lattice interplanar spacing, the composition of the precipitates, and the efficiency of the multichannel plate detector used in the LEAP tomograph. The quantity $d_{\text{max}}$ must be chosen carefully, as too large a value results in solute atoms from the matrix being incorrectly assigned to a cluster of atoms. The cluster of atoms therefore appears to be larger than its actual size or adjacent clusters may be combined incorrectly into a single larger feature. If too small a value of $d_{\text{max}}$ is chosen, the cluster may be smaller than its true size or even split artificially into multiple smaller clusters. Vaumousse et al. (2003) give a typical range for $d_{\text{max}}$ of 0.4–1.0 nm and Miller (2000a) suggests a range of 0.3–0.7 nm. A reasonable value for $d_{\text{max}}$ can be found by plotting the number of clusters of the selected solute atoms, as a function of the distance $d_{\text{max}}$ between solute atoms. A second methodology is to compare the number of clusters in the specimen with that from computer simulations or actual random solid solutions with the same bulk chemical composition as the aged material (Miller, 2000b; Miller et al., 2003; Vaumousse et al., 2003). Such simulations, though, are difficult to perform for commercial alloys with many components as opposed to model alloys with two to four components.

The quantity $N_{\text{min}}$ defines the minimum precipitate size and is used to eliminate clusters of atoms that are not delineated as precipitates. The value of $N_{\text{min}}$ is dependent on the choice of $d_{\text{max}}$. For example, when $d_{\text{max}}$ is too large, all atoms in the data set would form a single large feature. Vaumousse et al. (2003) offer a typical range of 10–30 atoms for $N_{\text{min}}$. A reasonable value for $N_{\text{min}}$ can be found by plotting the distribution of clusters as a function of the number of solute atoms for a given value of $d_{\text{max}}$. An approach for more complex alloys is to include all atoms found in the clusters defined by $d_{\text{max}}$. One can also compare the number of clusters in the specimen with that from computer simulations or actual random solid solutions with the same bulk chemical composition as the aged material (Miller, 2000b; Miller et al., 2003; Vaumousse et al., 2003).

**Isoconcentration Surface Methodology**

A concentration threshold method, an isoconcentration surface, is implemented in the Adam 1.5 analysis software program (Hellman et al., 2000, 2002, 2003). Rather than using a maximum separation distance to identify the solute atoms anticipated to be found within a precipitate, the precipitates are defined using a concentration threshold, $c_{\text{threshold}}$, based upon the fact that the concentration of the solute atoms within a precipitate is greater than in the matrix. This methodology successfully delineates precipitates with almost any compositional variation and morphology, independent of its concavity or convexity. This method also has the advantage of identifying early-stage phase separation or nucleation, with nuclei as small as 0.45 nm being observed (Sudbrack, 2004; Sudbrack et al., 2006a, 2006b, 2007; Yoon et al., 2007a, 2007b). The technique has three major disadvantages: (1) the precipitate dimensions and number density are sensitive to the choice of the quantity $c_{\text{threshold}}$, (2) the choice of user-defined parameters affects both positional values of the isoconcentration surfaces and statistical error, and (3) possible convolution of small precipitates located close to large precipitates.

To define properly the isoconcentration surfaces, the user must carefully choose the quantity $c_{\text{threshold}}$. The selected value must generate morphologically stable results, meaning small changes in the quantity $c_{\text{threshold}}$ should not vary significantly the number of precipitates or their dimensions. If too small a value is chosen for $c_{\text{threshold}}$, the precipitates may be larger than their true size, and if too great a value is chosen for $c_{\text{threshold}}$, the precipitates may be smaller than their true size. The selection of the threshold concentration value is dependent on the system studied and composition of the precipitates.

The isoconcentration surfaces defining each precipitate are generated employing a concentration space. The specifics of a concentration space are explained in detail elsewhere (Hellman et al., 2000, 2002, 2003). To create the concentration space, however, the user must define the three-dimensional grid spacing, the smoothing transfer function, the delocalization distance, and the confidence sigma value. The selection of grid spacing involves a trade-off between positional error and statistical error; too coarse a grid results in positional error at the interface, whereas too fine a grid results in higher statistical error (Hellman et al., 2000). Hellman et al. (2000) suggest using a grid spacing of 1–3 nm. Each atom within the analyzed volume contributes to the concentration at a grid point dependent on the choice of smoothing transfer function and the delocalization distance. A commonly used transfer function is the Gaussian-like spline function, whose details are given elsewhere (Hellman et al., 2003). The selection of a transfer function width must be balanced with the choice of grid spacing. A narrow transfer function will produce poor statistics, whereas a wide transfer function will result in positional error (Hellman et al., 2000). The delocalization distance is chosen to spread the contribution of each atom to adjacent grid points, effectively smoothing the data and improving the statistical error. A typical ratio of 2:1 to 4:1 for delocalization distance to grid spacing is utilized. Lastly, the confidence sigma value is chosen giving isoconcentration...
surfaces with a defined statistical uncertainty (Hellman et al., 2003). Once the concentration space is created, the user can select the quantity \( c_{\text{threshold}} \) generating the isoconcentration surfaces identifying the precipitates.

**Morphological Analysis**

**Volume Equivalent Radius of a Sphere**

The volume of a precipitate can be estimated from

\[
V_{\text{precipitate}} = \frac{N_{\text{atoms}}}{\rho \eta},
\]

where \( N_{\text{atoms}} \) is the number of atoms within the precipitate, \( \rho \) is the theoretical atomic density and is equal to 84.3 atoms nm\(^{-3} \) for this HSCL Fe-Cu based steel, and \( \eta \) is the estimated detection efficiency of 0.5 of the LEAP tomograph's multichannel plate detector. The volume equivalent radius of a sphere, \( r_{\text{volume}} \), is calculated by equating the volume of the precipitate determined from equation (1) to that of a sphere.

**Radius of Gyration**

The radius of gyration, \( l_g \), is given by

\[
l_g = \sqrt{\frac{\sum_{i=1}^{n} m_i r_i^2}{\sum_{i=1}^{n} m_i}},
\]

where \( n \) is the number of atoms in the precipitate, \( m_i \) is the mass of an individual atom, and \( r_i \) is the distance of an individual atom from a precipitate's center of mass (COM). For precipitates consisting predominantly of one species, this can be simplified to

\[
l_g = \frac{\sqrt{\sum_{i=1}^{n} (x_i - \bar{x})^2 + (y_i - \bar{y})^2 + (z_i - \bar{z})^2}}{n},
\]

where \( \bar{x}, \bar{y}, \) and \( \bar{z} \) define the COM of a precipitate (Miller, 2000a; Miller & Kenik, 2004). The quantity \( l_g \) represents a physical dimension, but by definition it does not represent the actual physical extent of a precipitate. Therefore, the quantity \( l_g \) underestimates the dimension of a precipitate. The radius of gyration, though, can be utilized to calculate the radius, \( r_{\text{sphere}} \), from

\[
r_{\text{sphere}} = \frac{5}{3} l_g,
\]

which assumes the precipitate is a spherical body.

**Guinier Radius**

Miller (2000a, 2000b; Miller & Kenik, 2004) suggests utilizing \( l_g \) to find the Guinier radius, \( r_G \), and provides a simple conversion relation, \( r_G = \sqrt{\frac{5}{3}} l_g \). This equation does not represent an accurate physical interpretation of the data. The correct form is

\[
r_G = \sqrt[3]{\frac{5}{3}} R,
\]

where \( R \) is the radius of a spherical body (Guinier, 1963; Fultz & Howe, 2002). This simplified expression for \( r_G \) is obtained from the Guinier approximation for the scattered X-ray or neutron intensity at very small angles (Guinier, 1963; Fultz & Howe, 2002). This approximation consists of two parts: \( I(0) \), which characterizes the total number of scattering objects, and \( r_c \), which describes the distribution of the objects in relation to their COM and radius of gyration. Equation (5) is derived assuming the scattering objects are homogeneous spherical precipitates with a uniform atomic density. The Guinier radius has the same form as the quantity \( l_g \) in Newtonian mechanics (Hibbler, 2001), thereby permitting a comparison of small-angle neutron scattering (SANS) data and APT data. By using the quantity \( r_G \) to calculate the quantity \( R \) in equation (5), SANS data can be compared to the quantity \( r_{\text{sphere}} \) calculated from the quantity \( l_g \) in equation (4) from APT data (Hyde & English, 2000). Although the two have the same form, direct comparison or conversion of the Guinier radius to the radius of gyration is not an accurate physical representation of the data, as the former is obtained from a measurement in reciprocal space, whereas the latter is a measurement in direct space. Therefore we do not utilize the Guinier radius when characterizing precipitate morphology from APT data.

**Best-Fit Ellipsoid Radius**

The best-fit ellipsoid approximation algorithm (Sudbrack, 2004; Karnesky et al., 2007) is implemented in IVAS by Imago Scientific Instruments. The approximation analyzes the identified precipitates by utilizing an eigenvalue decomposition to approximate the morphology of each precipitate with a best-fit ellipsoid. This results in the major, \( r_{\text{major}} \), and two minor, \( r_{\text{minor}1} \) and \( r_{\text{minor}2} \), ellipsoid radii for each precipitate. The ellipsoid volume and an effective ellipsoid radius, \( r_{\text{ellipsoid}} \), based on a sphere of the same total volume as the ellipsoid can be calculated from

\[
r_{\text{ellipsoid}} = \sqrt[3]{5(r_{\text{major}})(r_{\text{minor}1})(r_{\text{minor}2})}.
\]

Additionally, the three ellipsoid radii can be used to determine the major/minor\(_1\), major/minor\(_2\), and the minor\(_1\)/ minor\(_2\) ratios.
Precipitate Size Distribution Functions

The radii of all the precipitates within the analyzed volume are used to generate scaled precipitate size distribution functions (PSDs) (Sudbrack, 2004; Yoon, 2004; Yoon et al., 2007a, 2007b) giving the distribution of precipitate radii. The distributions are scaled such that the area under a distribution is equal to unity. The scaling bin width is 0.05 \( R/\langle R \rangle \) and the error for the reported mean radii is given by the standard error of the mean.

Compositional Analysis

Radial Concentration Profiles

The concentration profile of an individual precipitate is characterized by a radial concentration profile as implemented in IVAS. The profile is delineated from the COM to a distance of 5 nm utilizing a bin width of 0.1 nm. Subsequently, atoms from the first five bins from the COM outward are used to define the core concentrations of the precipitate improving the statistical error, which is determined in IVAS. The profile is delineated from the COM to outward are used to define the core concentrations of the precipitate improving the statistical error, which is determined from counting statistics.\(^2\)

Proximity Histogram Concentration Profiles

The proximity histogram (proxigram for short) algorithm is implemented in the Adam 1.5 analysis software program (Hellman et al., 2000, 2002). The proxigram, which is a weighted superposition of concentration profiles, is created using the isoconcentration surface as a reference surface. The proxigram is generated by binning individual atoms as a function of distance from the isoconcentration surface and normalizing each bin by the total number of atoms within a bin. Therefore, the proxigram is a one-dimensional plot of local concentrations as a function of distance from the reference isoconcentration surface. The convention we use defines positive distances from the heterophase interface to be into the precipitates, whereas negative distances are within the matrix. The core concentrations are derived from the first two data points within the precipitate, meaning the two data points closest to the center of the precipitates, improving the statistical error.

Partitioning Ratios

The partitioning ratios, \( \kappa_i \), are defined by \( \kappa_i = c_i^p / c_i^m \), where \( c_i^p \) is the concentration of element \( i \) in the precipitate and \( c_i^m \) is the concentration of element \( i \) in the matrix. The standard error for \( \kappa \) was determined by standard error propagation methods (Meyer, 1975) of the concentration errors. The partitioning ratios are derived following two methodologies. First, the concentrations are determined from elemental and total atom counts determined by the envelope algorithm. Therefore, all atoms within the precipitates and the matrix, including those at the heterophase interface, are utilized. In the second methodology, the precipitate and matrix concentrations are derived from the precipitate core concentrations and the plateau data points of the proxigram (Sudbrack, 2004; Sudbrack et al., 2004). Data points away from the heterophase interface are used to derive the matrix concentrations, where the Fe concentration profile is utilized as a fiducial marker to delineate the plateau region of the proxigram. Only points a distance greater than 1.5 nm away from the heterophase interface with \( \pm \sigma < 0.2 \) at.% are included. Therefore, atoms found within the heterophase interface are not included.

RESULTS

Figure 1a shows a three-dimensional reconstruction of the entire analyzed volume. Figure 1b shows only the positions of Cu atoms allowing visual detection of the Cu-rich precipitates. The precipitate labeled “A,” delineated by the envelope method, is identified and discussed in greater depth below. Figure 1c exhibits 4921 atoms in a 6-nm-diameter region of interest (ROI) that includes the precipitate labeled “A” and the surrounding matrix. The 6-nm-diameter ROI is greater than the precipitate dimensions.

Envelope Methodology

Plotting (Figure 2) the number of clusters as a function of the maximum separation distance between the Cu solute atoms shows the effect of the maximum separation distance on cluster count. When \( d_{\text{max}} \) is too small the algorithm cannot identify clusters of three atoms or more (\( N_{\text{min}} = 3 \)), as the separation distance is smaller than the first nearest neighbor distance of the \( \alpha \)-Fe (b.c.c.) matrix (\( a = 0.287 \) nm). The quantity \( N_{\text{min}} \) was set at an artificially low value to avoid excluding any possible precipitates. The number of clusters decreases as the separation distance approaches a local minimum at \( d_{\text{max}} \approx 0.6 \) nm. The number of clusters stays relatively constant as a function of the maximum separation distance from ~0.5 to ~0.7 nm. From ~0.7 nm to \( d_{\text{max}} = 1.1 \) nm, the number of clusters increases due to the presence of many clusters with only a few atoms. This is possibly due to diffusing solute atoms that are close to one another but have not yet formed a stable precipitate or to trajectory aberrations at diffuse heterophase precipitate/matrix interfaces. Because most of the observed increase is due to small clusters of five atoms or less located away from the heterophase interfaces, the first possibility is most likely. Also observable when \( d_{\text{max}} \) is in this range are clusters that are artificially combined. As \( d_{\text{max}} \) is increased beyond 1.1 nm, the number of clusters drops dramatically as adjacent clus-

\(^2\) One standard deviation for a chemical species \( i \) is based on counting statistics and is given by \( \sigma_i = \sqrt{(1 - c_i)} / N_{\text{TOT}} \), where \( c_i \) is the standard deviation, \( c_i \) is the concentration in atomic fraction, and \( N_{\text{TOT}} \) is the total number of ions.
ters are artificially combined in increasing numbers. At an extreme value of $d_{\text{max}}$, all the clusters are artificially combined into one large feature. The local minimum value, $\sim 0.6$ nm, found in the curve corresponds to the correct value of $d_{\text{max}}$, because small deviations from this value do not affect significantly the number of clusters. Additionally, when $d_{\text{max}}$ is equal to the local minimum value, we do not find clusters that are artificially combined. Setting $d_{\text{max}} = 0.6$ nm results in 323 clusters of Cu atoms that are potential precipitates.

Figure 1. a: The analyzed volume of $50 \times 48 \times 24$ nm$^3$ containing ca. $1.8 \times 10^6$ atoms. A reduced number of Fe atoms are shown for clarity. b: Positions of Cu atoms allowing visual detection of the Cu-rich precipitates. The precipitate labeled "A," which is delineated by the envelope algorithm, is identified. c: A 6-nm-diameter region of interest (ROI) of the precipitate labeled "A" and the surrounding matrix. The 6-nm-diameter ROI contains 4921 total atoms. The Cu, Ni, Al, and Mn atoms are shown enhanced allowing visualization of the precipitate.

Figure 2. Number of clusters of Cu solute atoms as a function of maximum separation distance between Cu solute atoms with $N_{\text{min}} = 3$. A local minimum is seen at $\sim 0.6$ nm.

Figure 3. Distribution of clusters as a function of all atoms within a cluster when $d_{\text{max}} = 0.6$ nm. The distribution is truncated at 20 atoms.
When \( N_{\text{min}} = 10 \), then 146 precipitates are delineated, whereas when \( N_{\text{min}} = 11 \), then 144 precipitates are delineated, giving a precipitate number density, \( N_V \), equal to \((3.8 \pm 0.5) \times 10^{24} \text{ m}^{-3}\), where the error is given by counting statistics. When \( N_{\text{min}} \) is too small, the number of delineated precipitates increases; conversely, when \( N_{\text{min}} \) is too large, the number of precipitates decreases. For example, when \( N_{\text{min}} = 5 \), then 169 precipitates are delineated and when \( N_{\text{min}} = 30 \), then 125 precipitates are delineated. Choosing \( d_{\text{max}} \) equal to 0.6 nm and \( N_{\text{min}} \) equal to 11 atoms results in 6809 excluded clusters containing less than the defined minimum number of atoms. Of these, 6750 contain three atoms or less, suggesting the majority are random fluctuations of solute atoms.

Utilizing a grid spacing of 0.2 nm allows creation of an envelope for each precipitate and the subsequent analysis of morphology and composition of each precipitate. We find that varying the grid spacing by small amounts does not affect significantly the morphological or compositional results. The envelope of the precipitate labeled “A” has an \( x \)-dimension of 4.6 nm, a \( y \)-dimension of 4.5 nm, and a \( z \)-dimension of 1.4 nm. This precipitate contains 225 Cu atoms and 674 total atoms, giving a precipitate volume of 16.0 nm\(^3\) and a value for \( r_{\text{volume}} \) of 1.6 nm. The value for \( l_1 \) is equal to 1.0 nm, giving \( r_{\text{sphere}} \) equal to 1.3 nm, assuming the precipitate is a homogeneous spherical body. Applying the best-fit ellipsoid approximation gives \( r_{\text{major}} \) equal to 1.89 nm, \( r_{\text{minor1}} \) equal to 1.47 nm, and \( r_{\text{minor2}} \) equal to 1.09 nm. The calculated ellipsoid volume is 12.7 nm\(^3\), and the calculated value for \( r_{\text{ellipsoid}} \) is equal to 1.4 nm. The three ellipsoid radii also give a major/minor\(_1\) ratio of 1.29, a major/minor\(_2\) ratio of 1.73, and a minor\(_1\)/minor\(_2\) ratio of 1.35. The precipitate labeled “A” has a concentration of 33.4 \( \pm \) 1.8 Cu, 9.9 \( \pm \) 1.2 Ni, 5.2 \( \pm \) 0.9 Al, 0.4 \( \pm \) 0.3 Mn, 0.6 \( \pm \) 0.3 Si, and 50.4 \( \pm \) 1.9 Fe (all in at.%), with the errors given by counting statistics. Figure 4 displays the radial concentration profile for the precipitate labeled “A.” We find qualitatively the core of this precipitate is enriched in Cu, Fe, Al, and Ni, whereas Si and Mn are not found within the core of this precipitate. The Cu concentration in the core is 42.3 \( \pm \) 5.6 at.%, which decreases as the matrix is approached and reaches a relatively constant value at a distance >2.0 nm. The Fe concentration at the core of the precipitate is 50.0 \( \pm \) 5.7 at.% and increases toward the matrix and, at ca. 2.2 nm, approaches its nominal value. Nickel and Al form similar profiles and, at the core of the precipitate, possess concentrations of 6.4 \( \pm \) 2.8 at.% and 1.3 \( \pm \) 1.3 at.%, respectively. From ca. 0.3 to 2.1 nm an elevated concentration of Ni and Al exists, forming a spherical shell. At a distance <0.9 nm Mn is not found. From ca. 0.9 to 2.2 nm an elevated concentration of Mn, forming a spherical shell overlapping the Ni and Al profiles, is detected. At distances ca. <1.2 nm Si is not found within one standard deviation.

Scaled PSDs generated from the radii of all 144 precipitates delineated by the envelope algorithm are seen in Figure 5a–c. The value of \( \langle l_2 \rangle \) in Figure 5a is 1.0 \( \pm \) 0.01 nm, yielding an \( \langle r_{\text{sphere}} \rangle \) value of 1.3 \( \pm \) 0.01 nm, where the error is given by the standard error of the mean. The standard deviation of the distribution is equal to 0.2 nm. The value of \( \langle r_{\text{volume}} \rangle \) in Figure 5b is 1.2 \( \pm \) 0.04 nm. The standard deviation of the distribution is equal to 0.4 nm. The value of \( \langle r_{\text{ellipsoid}} \rangle \) in Figure 5c is 1.3 \( \pm \) 0.03 nm, where the standard deviation of the distribution is equal to 0.4 nm.

The composition of all 144 precipitates within the analyzed volume is 35.3 \( \pm \) 0.2 Cu, 6.9 \( \pm \) 0.1 Ni, 5.1 \( \pm \) 0.1 Al, 1.1 \( \pm \) 0.04 Mn, 0.9 \( \pm \) 0.04 Si, and 50.7 \( \pm \) 0.2 Fe (all in at.%), with the errors given by counting statistics. The composition of the matrix is 0.51 \( \pm \) 0.01 Cu, 3.3 \( \pm \) 0.01 Ni, 1.2 \( \pm \) 0.01 Al, 0.6 \( \pm \) 0.01 Mn, 1.0 \( \pm \) 0.01 Si, and 93.5 \( \pm \) 0.02 Fe (all in at.%). Using these values to determine the partitioning ratio, \( \kappa_i \), for each element, we obtain 69.3 \( \pm \) 0.9 for Cu, 2.1 \( \pm \) 0.03 for Ni, 4.4 \( \pm \) 0.08 for Al, 1.9 \( \pm \) 0.08 for Mn, 1.0 \( \pm \) 0.04 for Si, and 0.54 \( \pm \) 0.002 for Fe, where the error is derived from the concentration errors by standard error propagation methods.
Isoconcentration Surface Methodology

For the HSLC Fe-Cu based steel in this study, a grid spacing of 1 nm, a Gaussian-like spline transfer function, a delocalization distance of 2 nm, a confidence sigma parameter equal to 1, and a \( c_{\text{threshold}} \) equal to 5.0 at.\% Cu are utilized, giving 100 isoconcentration surfaces delineating precipitates. The number density, \( N_V \), is equal to \( \frac{2.6 \pm 0.6}{10^{24}} \) precipitates m\(^{-3}\), where the error is given by counting statistics. This value of concentration threshold gives morphologically stable results, meaning small changes do not significantly affect the number or dimensions of the precipitates. The remaining parameters are chosen to balance positional values and statistical error obtaining noise-free isoconcentration surfaces. The ratio of the delocalization distance to grid spacing is maintained at 2:1. The atoms within the delineated precipitates were selected and exported from the Adam 1.5 program and imported into the IVAS program to determine the dimensions of the precipitates with the latter program.

Scaled PSDs generated from the radii of all 100 precipitates delineated by the isoconcentration surface methodology are seen in Figure 5d–f. The value of \( \langle r_p \rangle \) in Figure 5d is 1.0 ± 0.03 nm, yielding an \( \langle r_{\text{sphere}} \rangle \) value of 1.3 ± 0.04 nm, where the error is given by the standard error of the mean. The standard deviation of the distribution is equal to 0.3 nm. The value of \( \langle r_{\text{volume}} \rangle \) in Figure 5e is 1.4 ± 0.04 nm. The standard deviation of the distribution is equal to 0.4 nm.

The value of \( \langle r_{\text{ellipsoid}} \rangle \) in Figure 5f is 1.3 ± 0.04 nm, where the standard deviation of the distribution is equal to 0.4 nm.

Figure 6 shows the proxigram concentration profiles generated from the reference isoconcentration surfaces. The centers of the precipitates delineated by the rightmost data point for this figure is enriched in Cu at a concentration of 45.9 ± 9.0 at.\%, which decreases toward the heterophase interface and reaches a matrix concentration derived from the plateau data points of 0.6 ± 0.01 at.\% Cu. The centers of the precipitates also contain a high level of Fe at a concentration of 38.6 ± 8.7 at.\%, increasing to the nominal concentration of 93.8 ± 0.03 at.\% in the matrix. We find qualitatively that the cores of the precipitates are enriched in Ni, Al, Mn, and Si. Nickel and Al form similar profiles, and the core of the precipitates possesses concentrations of 7.0 ± 1.7 at.\% and 4.6 ± 1.4 at.\%, respectively. The concentration of each element decreases in the matrix to 2.9 ± 0.02 at.\% for Ni and 0.9 ± 0.01 at.\% for Al. The concentration of Mn at the core is 1.3 ± 0.1 at.\%, which decreases to 0.6 ± 0.01 at.\% in the matrix. The concentration of Si is 1.4 ± 0.1 at.\% in the core, which decreases to 1.0 ± 0.01 at.\% in the matrix. Using these concentration values to
obtain 26.4 ± 0.5 for Cu, 2.4 ± 0.06 for Ni, 5.0 ± 0.2 for Al, 2.2 ± 0.1 for Mn, 1.3 ± 0.07 for Si, and 0.73 ± 0.003 for Fe, where the error is derived from the concentration errors by standard error propagation methods.

**DISCUSSION**

The envelope methodology depends on differences in solute atom spacing between the precipitate and matrix phases. The dimensions and number of precipitates within the analyzed volume and the accuracy and precision in defining the precipitate/matrix heterophase interfaces are dependent on the choice of the quantities \(d_{\text{max}}\) and \(N_{\text{min}}\). The value of both parameters is dependent on the system studied, but the technique utilized in this investigation can be applied to any multicompartment system. We emphasize, however, that utilizing a priori knowledge of the system studied and composition of the precipitate. We emphasize, however, that utilizing a priori knowledge of the system studied and composition of the precipitate.

Precipitate Morphology

One must understand the advantages and limitations of estimating the dimensions of a precipitate using the different radii. The results presented herein provide four different values for the radius of the precipitate labeled “A,” identified by the envelope method, ranging from a radius of gyration of 1.0 nm to a \(r_{\text{volume}}\) equal to 1.6 nm. The value of \(l_g\) gives \(r_{\text{sphere}}\) equal to 1.3 nm for an assumed spherical shape. An effective ellipsoid radius of 1.4 nm is also found.

Estimating the volume from equation (1) is most accurate for alloys where the precipitate and matrix phases have similar lattice spacings. Using this volume to determine the
quantity $r_{\text{volume}}$ is clearly most accurate for spherical homogeneous precipitates; that is, the solute species are distributed uniformly within the precipitates. An advantage of using this radius is that morphological artifacts resulting from local magnification effects (Miller, 2000a), known to occur in Fe-Cu based steels and discussed in greater detail below, do not affect the result.

The quantity $l_g$ represents a physical dimension but is related to the moment of inertia of the precipitates. As mentioned above it does not represent the actual physical extent of a precipitate and underestimates the dimensions of a precipitate. Using the radius of gyration to calculate $r_{\text{gyr}}$ is most accurate for spherical homogeneous precipitates. The radii $l_g$ and $r_{\text{gyr}}$ also have the disadvantage of a dependence on the $x$, $y$, and $z$-positions of the reconstructed atoms, which, as discussed below, may be affected by the local magnification effect.

The quantity $r_{\text{ellipsoid}}$ can characterize precipitates that have a prolate spheroidal morphology, that is, elongated precipitates. In extreme cases, such as model binary Fe-Cu and ternary Fe-Cu-Ni alloys aged for longer times or at higher temperatures, where the precipitates grow preferentially along the low-energy [110]$_{\text{Cu}}$ interface direction (Hornbogen & Glenn, 1960; Speich & Oriani, 1965; Othen et al., 1991, 1994), $r_{\text{ellipsoid}}$ most likely provides a more accurate representation of the dimensions of a precipitate than do the quantities $r_{\text{volume}}$, $r_{\text{sphere}}$, or $l_g$. In the HSLC Fe-Cu based steel used in this study, the aging condition results, however, in precipitates with smaller dimensions that are spheroidal rather than ellipsoidal. For this reason, use of the quantity $r_{\text{ellipsoid}}$ is not appropriate for the HSLC Fe-Cu based steel in the aging condition studied. The observed slight elongation of a few precipitates in the $z$-direction is possibly a result of local magnification effects.

We emphasize that any radius determined from the reconstructed positions of the atoms, such as $l_g$, $r_{\text{sphere}}$, and $r_{\text{ellipsoid}}$, would be affected by the local magnification effect, which, due to the differences in the observed evaporation fields of Cu-rich (30 V nm$^{-1}$) precipitates and Fe-rich (36 V nm$^{-1}$) matrix, are known to occur in Fe-Cu based steels (Müller & Tsong, 1969; Goodman et al., 1973a, 1973b; Pareige et al., 1996; Koyama & Onodera, 2005). An approximation to correct the radius, however, is given by

$$r_{\text{corrected}} = r \sqrt{\frac{n_p}{n_m}},$$  \hspace{1cm} (7)$$

where $r$ is the determined radius, and $n_j$ ($j = p$ or $m$) is the number of atoms within a unit volume for the precipitate and matrix phases (Miller, 2000a), respectively. In the aging condition studied for the HSLC Fe-Cu based steel, however, the precipitates still contain significant quantities of Fe, and the quantity $\sqrt{n_p/n_m}$ is close to unity. Additionally, because we observe the elongation of only a few precipitates, we compare the as-determined radius, $r_{\text{sphere}}$, with $r_{\text{volume}}$, without applying the correction from equation (7).

Excluding the radii $l_g$ and $r_{\text{ellipsoid}}$ from the PSD results of Figure 5a–c and comparing only the radii $r_{\text{sphere}}$ and $r_{\text{volume}}$, the difference is 0.1 nm, which is $\sim$8%. These values are reasonably close to those obtained from PSDs using results from the isoconcentration surface methodology, displayed in Figure 5d–f. Again not including the quantities $l_g$ or $r_{\text{ellipsoid}}$, the difference is 0.1 nm, which is $\sim$8%. As seen from the above discussion, a judicious selection of the parameters employed by the two methods (maximum separation distance and minimum number of solute atoms vs. a concentration threshold) results in similar precipitate radii. We emphasize that the similarity of results occurs after applying the two techniques independently, indicating that either methodology could be utilized to generate PSDs and determine the mean radius of the precipitates within an analyzed volume.

Precipitate Composition

It is important that, despite the technical differences between the two precipitate identification methodologies and the two concentration profiles, the results are qualitatively similar and correlate well to other studies of Fe-Cu based steels. The results demonstrate that the precipitates within the analyzed volume are enriched in Cu and contain Fe. The presence of Fe in Cu-rich precipitates at shorter aging times has been debated in the literature since Goodman et al.’s (1973a, 1973b) pioneering atom-probe field ion microscopy (APFIM) studies on a binary Fe-Cu steel. Subsequent studies have not fully decided the issue (Kampmann & Wagner, 1986; Worrall et al., 1987; Miller et al., 2003; Isheim et al., 2006a), and no attempt is made herein to resolve this matter. The Ni, Al, and Mn enhancement surrounding the Cu-rich core and the nonmonotonic profiles seen in both Figures 4 and 6 is also observed by experiments and simulations in similar model Fe-Cu based steels containing two to four components (Watanabe, 1975; Worrall et al., 1987; Osamura et al., 1994; Pareige et al., 1996; Koyama & Onodera, 2005; Isheim et al., 2006a, 2006b).

The primary difference between the proxigram (Hellman et al., 2000) and radial concentration profiles is that the former is created with respect to an isoconcentration surface delineating the precipitate/matrix heterophase interfaces, whereas the latter profile uses the COM as the reference point and then draws the profiles. A second difference is the spherical shape assumption of the radial concentration profile, which limits its usefulness for elongated precipitates. If the precipitates are elongated, then spherical binning of atoms does not provide an accurate concentration profile, because matrix atoms are included along the shortest principal axis. An additional difficulty is defining the precipitate/matrix chemical heterophase interface, which may not correspond with the precipitate/matrix morphological boundary as defined by the precipitate radius. Although
subject to the choice of the solute atom, the definition of the chemical width of a heterophase interface is inherent within the proxigram.

Independently of the technical differences among the methods, it is important that the qualitative result of the proxigram concentration profiles (Fig. 6) and the radial concentration profiles (Fig. 4) are similar. Both exhibit high concentrations of Cu and Fe at the centers of precipitates, and good agreement is observed for the Cu, Fe, Ni, and Al profiles. The quantitative agreement is not as good with a difference of ca. 3.6 at.% Cu, ca. 11.4 at.% Fe, ca. 0.6 at.% Ni, and ca. 3.3 at.% Al. The proxigram profile shows the presence of Mn and Si, whereas, as discussed above, the radial profile shows depletion of these elements. These variations are attributed to the differences between a superimposed average concentration profile versus a concentration profile for a single precipitate. We emphasize that although both concentration profiles have larger error bars at data points toward the center of the precipitate, which is a result of the smaller number of atoms present in these bins, the qualitative similarity of the profiles suggests that both methodologies provide reasonable results.

Comparison of the partitioning ratios shows reasonably similar values for Ni, Al, Mn, and Si. Although the Si values are close, the results from the envelope methodology demonstrate that Si does not partition to either the precipitate or matrix, whereas the results from the isoconcentration surface methodology show Si partitioning slightly to the precipitate. Both techniques give the same qualitative results for Cu and Fe: Cu partitions strongly to the precipitate whereas Fe prefers the matrix. The quantitative values are, however, significantly different, especially for Cu. Possible reasons for the observed variations are the envelope method’s inclusion of atoms found at the heterophase interface, different bin sizes in the two different methodologies determining $k_i$, and/or inclusion of some heterophase interface atoms in determining the precipitate core concentrations from the proxigram.

**Conclusions**

Local-electrode atom-probe (LEAP) tomography data obtained from a multicomponent HSLC Fe-Cu based steel solutionized at 900°C, quenched into water at 25°C, and then aged for 1 h at 500°C is studied using two different methodologies for the identification of precipitates. The precipitates are first identified using a maximum separation distance algorithm, the envelope method, and then by a compositional threshold method, an isoconcentration surface. The morphological and compositional results of applying the two methodologies are compared. The results show quantitative differences in the number of precipitates identified due to technical differences in the basis of both methods and the sensitivity of the results to user-prescribed parameters. The morphology of the precipitates, characterized by four different precipitate radii and precipitate size distribution functions, are compared and evaluated. A variation of less than ~8% is found between the different radii. The mean composition of the precipitates, using two types of concentration profiles and partitioning ratios, yields qualitatively similar results. Both the proximity histogram and radial concentration profiles exhibit Cu-rich precipitates containing Fe with elevated concentrations of Ni, Al, and Mn near the heterophase precipitate/matrix interfaces. There are, however, quantitative disagreements due to differences in the basic foundations of the analysis methods. The resulting partitioning ratios are also qualitatively similar but with quantitative differences for Fe and Cu between the two analysis methods.
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